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OUR PORTFOLIO OF SERVICES sn‘y

SPECTRUM OF SIFY’'S PRODUCT AND

SERVICES
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DATA CENTER AND CLOUD SERVICES DRIVEN INFRASTRUCTURE S'Ify'
TRANSFORMATION PARTNER

G Over 250 man-years of
experience in Data Centre build &
operations

[ Designed and built 12 Tier Il DC’s in
India with 2 lakhs + sq. ft.

[l Hosting major Enterprises, Gowt,
PSU, Global Cloud and Content

\ Providers

ﬁ Extensive experience in delivering
end-to-end Data Centre services from
design, implementation, operations

[l In house team of 400+ skilled and
certified resources to deliver projects

Data center
experience

DC IT and
technology
integration
experience

Cloud
experience

Service provider
experience

[l Own Cloud Orchestration & \
Management IP which is hosting 300+
customers

B 'mplemented Hybrid Managed Cloud
for 100+ organizations

B Meity certified CSP, STQC audit
completed j

~N

l Experience of providing
IAAS/PAAS/DRAAS (300+ customers)
on our Sify Cloudinfinit platform

[ Our Cloud services offer industry-
leading SLAs with guaranteed 99.95%

uptime
_/
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Converged Transformation 2500 CAGR 19% 1843 2068
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EXECUTION CAPABILITIES

LARGE DATA CENTER
TRANSFORMATION PROJECTS

Preferred over players like
IBM, Wipro, HCL & TCS

A O 5B

EEE] ('ﬁa"f{e HEALTH INSURANCE

LARGE SECURITY SOLUTIONS
PROJECTS

Preferred over players like

Wipro, IBM, Dimension Data and
Tata Communications

a‘ﬁaﬂvssﬂm ﬁf_j
| Central Bank of India e

q pun]ob notlonol bonk

ed Bank of India

LARGE NETWORK
TRANSFORMATION PROJECTS

Preferred over players like
IBM, Wipro, Dimension Data,
Tata Communications & Airtel

% INDIA POST /W%" @ NSE

Explore, Enable, Excel

BUSINESS OUTCOME BASED

MODELS
Preferred over players like: TCS,
Wipro, Netmagic

Uttar Pradesh

Power Corporation Limited




OUR PEOPLE CAPABILITIES AND STRENGTHS s1fy




STRATEGIC PARTNERSHIPS
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RECOGNITIONS

ABILITY TO EXECUTE

Fujitsu @
@NTT Communications
) Rackspace
@
Singtel @
= @ Centurylink
Fify Technologies |
v :glei Datacenters @ Datepipe
@ @ BM

Orange Business Services .BT.

Tata Communications g

./ SERVICE PROVIDER ||

COMPLETENESS OF VISION - —> As of October 2017

© Gartner, Inc

Sify moves up to the challenger position in the Gartner MQ for Managed

Hybrid Cloud Hosting - Asia Pacific (2017)

OF THE YEAR
{ » 2047

vmware
PARTNER

PREMIER
SERVICE PROVIDER

(o

ST
e

Network
Transformation
Services
2018

mm i
me Microsoft

Microsoft Hosting
Partner of the Year 2016

atliet]n,
CISCO.

PARTNER

Premier
Certified

Partner of the year 2017

r-;
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P ==}

Data Center
Transformation
Services
2018
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WHY SIFY FOR UTI AMC J2C?

Credible Hybrid IT Competencies
» Private Cloud, Enterprise Cloud + Public Cloud

» Integrated Security and Network solution Experience in Large Scale

Transition

Operations Transformation
» Strong management across hybrid IT platform
* Automation, tools and SLA driven framework

Consistent & steady Operations

Future Ready - Innovation Led
* Investments in IOT, DPH, Azure Stack, Vmware on AWS
» Enterprise Cloud with AllFlash Storage, ACI Fabric

Best in Class Platform

Experience on key aspects of

Security partner _
Cloud & Data Center Services

» Zero Trust Security Framework across Hybrid IT
» End Point to Applications security services spectrum
» Consulting, Audit & Integrated Cloud Security Partner

11



DATA CENTER AND CLOUD
TRANSFORMATION CAPABILITIES




HYBRID CLOUD SERVICES

1. 10 Public and Private
Cloud Service providers
at 30 + global locations

ENTERPRISE
CLOUD
SAP , ORACLE, MS AZURE

sifyglobalcloudconniect’

1. On-demand Provisioning &
Simplified Management - Add
on to MPLS network

2. Premium Performance / High
Resiliency

UNIFIED VISIBILITY

INTEGRATED ORCHESTRATION AND MANAGEMENT

SECURITY AND SERVICE GOVERNANCE

PUBLIC CLOUD

dWs

Hyper Scale
Pay per Hour
Globally available

PRIVATE CLOUD

ﬁ“ n

aaaaaa

Fully dedicated
Compliance driven
Flexibility to own,
outsource and buy
back

ENTERPRISE CLOUD

cloudinfinit

25 Microsoft

ORACLE
Application Centric
Architecture
Application Blueprint

driven

Hybrid cloud ready

13






SCOPE UNDERSTANDING

INFRASTRUCTURE SCOPE

Design Cloud-based technology
landscape comprises of

Public Cloud DC & DR
Private Cloud DC & DR

Multi Cloud Management Platform to
orchestrate, manage, automate
provisioning, de-provisioning of public
& private cloud infrastructure & other
Saa$ Clouds(in future)

Robust Security Controls
Network Operation Center
ITSM & Monitoring Tool

Resilience architecture of cloud to
provide HA for all Business Applications

Scalable infrastructure to enable
Quicker provisioning of technology

IMPLEMENTATION AND INTEGRATION

Implementation & configuration of
hardware, software components

Virtualization and cloud Set-up

Install Multi cloud management
platform

Configure ITSM & Monitoring tool
Configure DR Automation tool
Configure virtual machines (VMs)

Install & configure the Win OS, Linus
OS & MS SQL, Oracle, PostgreS
database etc.

Block Storage

Object Storage

Backup & Restore

Internet Connectivity

Configure Internet Proxy
Configure other security controls

s1fy’

MIGRATION

Migrate existing application from
Physical to Virtual (P2V), Virtual to
Virtual(V2V), Cloud to Cloud(C2C) as
per provide inventory from Customer.



SCOPE UNDERSTANDING

DOCUMENTATION
= Project Management Documents
» Project Charter, Project Schedule / Plan, Project
Stakeholders
» Standard Operating Procedures
= Contact details and procedures for obtaining service
from OEMs, OEM product and User manuals
» detailed instruction for operation and maintenance of
the hardware (if any) and software is to be delivered

WARRANTY/ AMC
= Warranty/AMC for 5 years for all supplied H /W &S /W
Components

TRAINING

» Provide training covering the following:

= Entire Deployment Architecture

* Managing and Administration of Public Cloud Infrastructure
and Private Infrastructure

Security Solutions Management

Backup and Recovery Management

Disaster Recovery Management

Monitoring of Infrastructure

Provide training documents for the proposed solution.

FMS
» Provide Remote Operations & Management Services to operate
and maintain the proposed solution for 5 Years.



ENVIRONMENT ANALYSIS

97 Production Application Servers including DC & DR

Total Servers 106

Applications are categorized and have Prod/DR/UAT

9- Dev/Test servers in the environment

.
<

= Public Cloud DC = Public Cloud DR

Private Cloud DC = Private Cloud DR



ENVIRONMENT ANALYSIS - OS SPLIT

OS Analysis - AWS

= CentOS = Linux = RHEL = Win2k8
= Win2k3 = Win2k12 = Win2k16

Private Cloud DC-SIFY

2

= RHEL = Win2k12 = Win2k16

"Public Cloud DR - SIFY

= CentOS = Win2k16 = RHEL = Linux

Private Cloud DR - SIFY

<

= RHEL = Win2k12 = Win2k16




DATABASE ANALYSIS

= MS-SQL 2k8

Total DB Instances -41

= MS-SQL 2k12

= MS-SQL 2k14

= MS-SQL 2k3

= MySQL = Postgre = MongoDB

= Oracle



MIGRATION ANALYSIS

Total Migration of Instances - 65

= P2v =C2C =V2C






ENVIRONMENT AS-IS VS PROPOSED

» Co-located hosted environment

» Legacy Hardware

= |solated workload distributed hosted & cloud
= No Automation

= Siloed security deployment

= Partial HA & Business Continuity

Multi Cloud Architecture

Automation

Direct Cloud Connects

Controlled Cloud Security framework
Unified ITSM layer

Unified Orchestration & dashboard

HA & Business Continuity



BILL OF QUANTITY - COMPUTE

Hardware/Software/Services

Public Cloud- Primary

AWS Mumbai

Public Cloud —Disaster
Recovery
Sify Bangalore

Private Cloud DC
Primary
Sify Mumbai

Private Cloud - Disaster
Recovery
Sify Bangalore

A - Server, Storage, Backup, Virtualisation, CMP, DR, Migration, OS, DB
Cisco HCI HX2X0C-M5S  |Cisco HCI HX2X0C-MS5S (Node -
. VM as per RFP (Node -HX240C-M5SX -4) HX240C-M5SX -4)
VM as per RFP requirement -55 A .
1 Server requirement -25 VM asper RFP VM asper RFP requirement -
VM for Management -19 i
VM for Management -14 requirement -16 10
VM for Management -2 VM for Management -2
AWS Cloud- S ice - 48TB + | Sify Cloud- ice - 8.69TB (Part of HCI
2 |storage ouc-as aservice T SIEEEreD & SErEs e 7.22TB (Part of HCI Solution)
10TB of Object Storage 17.8TB Solution)
. X Commvault + Netapps Commvault + Netapps D2D
3 Backup Software Commvault as a service Commvault as a service
D2D Low End Storage Low End Storage
Cent OS -12, RHEL-4, Suse -1, Cent OS -3, RHEL-2, Linux-
4 Operating System Licenses Linux-3, Windows 0OS-43, Custom |1, Windows OS-23, Window OS -17, RHEL -1 Window OS -12
0OS-11 Custom OS -10
h i Multi cl M
5 Orchestration, Multi cloud Management Cisco Cloud Center
Platform
6 Database
6a Database-MySQL 2 0 6 5
6b Database - MS SQL -2003/2008/2012/2014 13 6 (0] (0]
6C Database - Mongo 1 0 0 0
6d Database - PostgreS 3 0 0 0
6e Database-Oracle 11g/12C 3 1 0 0
7 DR Automation Doubletake tool Doubletake tool Doubletake tool Doubletake tool
8 DR-Dirill 2 2
9 Migration Doubletake tool Doubletake tool Doubletake tool Doubletake tool




BILL OF QUANTITY - NETWORK-ITSM-COLO

Hardware/Software/Services

Public Cloud- Primary

AWS Mumbai

Public Cloud -Disaster Private Cloud DC

Recovery

Primary

Private Cloud - Disaster
Recovery

Sify Bangalore

Sify Mumbai

Sify Bangalore

B Solution Components - Network
, AWS Cloud- as a Service (Bundle |Sify Cloud-as a service , ,

1 |Switch , _ Cisco 3850-24XS-S (4 Qty) | Cisco 3850-24XS-S (4 Qty)
inVM) (Bundle in VM)
AWS Cloud- as a Service (Bundle |Sify Cloud-as a service _ _

2 |Core Router _ _ _ _ Cisco ASR1001-HX (2Qty) |  Cisco ASR1001-HX (2 Qty)
in Solution) (Bundle in Solution)

_ AWS Cloud- as a Service (Amazon |Sify Cloud-as a service _ _
3 |IPLoad Balancing Not Required as per RFP |  Not Required as per RFP

ELB)

(SLB as Service)

Links Monitoring

71 Links Monitoring as Service

Monitoring Tool

Sify MSP Tool

Incident, Problem, Change, Hardware Asset Management & CMDB -50, ServiceNow® Approver User-10, ITOM (IT

E |ITSM
Operations Management) Standard - Discovery + Event Management -150, Software Asset Management -1500
, , _ 42 U Rack with 6KVA 42 U Rack with 6KVA Power-
F |Colocation AWS Service Inclusive
Power-2Nos. 2Nos.




BILL OF QUANTITY - SECURITY

Hardware/Software/Services

Public Cloud- Primary

AWS Mumbai

Public Cloud -Disaster
Recovery
Sify Bangalore

Private Cloud DC
Primary
Sify Mumbai

Private Cloud - Disaster
Recovery
Sify Bangalore

G Solution Components - Security
; L . Checkpoint virtual - . .
1 Perimeter NGFW Checkpoint virtual -perimeter-, perimeter Not Required as per RFP Not Required as per RFP
Fortinet physical 1500D- 2 |Fortinet physical 1500D- 2
2 MPLS NGFW Fortinet virtual- 2 Nos Fortinet virtual- 2 Nos Nos Nos.
3 Host Intrusion Prevention/ Antivirus/FIM Trend micro as service -120 Nos. Trend micro - Sify Services -30 Nos.
E tion K G ti d
4 neryption Keys (Generation an AWS/Gemalto HSM Gemalto HSM Not Required as per RFP Not Required as per RFP
Management)
E ti Data-at-rest
5 neryption (Data-at-rest) Gamelto HSM Gamelto HSM Not Required as per RFP Not Required as per RFP
6 Database Activity Monitoring Macfee - 29 Qty Macfee - 29 Qty Not Required as per RFP Not Required as per RFP
Encryption Certificates (Procurement and . e
7 YP ( Global Sign certificate - 2 Qty Not Required as per RFP Not Required as per RFP
Management)
8 Existing Privileged Accounts Management iRaje (Exisitng 35, propose additional -25)- Total No of License is 60
9 Web Application Firewall AWS Service F5- 2 Nos. Sify Service F5- 2 Nos. Not Required as per RFP Not Required as per RFP
Symantec user count . .
10 Proxy Symantec user count 1350 1350 Not Required as per RFP Not Required as per RFP
11 Ddos AWS Service F5- 2 Nos. Sify Service F5- 2 Nos. Not Required as per RFP Not Required as per RFP
12 VAPT Third Party -Application Security testing (DAST) -52 Not Required as per RFP Not Required as per RFP




HIGH LEVEL SOLUTION OVER VIEW sn‘y

KEY HIGHLIGHTS

= DR - Application level RPO

Tool
and RTO
| = DR for business continuity
@ « = Controlled security Layer

PUbIICDC - AWS = Direct Connect for low
Latency

WS AD Connector

== r 4 = Centralized user control
EEEEEEEEER EEEEEEEEEEEEEEEEESR EEEEEEEEEEEEEEEN]
4 [
U .
o .,
L
N MPLS/IP ‘ﬁ‘
.: Backbone "‘
. .
v .
& “
5 ‘ &
V Regions 4
N Prem Domain .% Branches AD Connector
ntroller

UTI HO, Mumbai

@)

Security Management Layer



CLOUD CENTER ARCHITECTURE

v Abstracts application from underlying cloud

environment

v' Ensures infrastructure adapts to meet the needs of

each applications

CCO : Cloud Center Orchestrator

T

MANAGER

CCM : Cloud Center Manager

v' Users - Model, Deploy, Manage

v" Admin - Govern Applications,
Clouds, Users

APPLICATION PROFILE

e

* ORCHESTRATOR

Cloud - Agnostic
Portable

AMQP : Conn Broker

Private Cloud DR Sify - Bangalore

N —



ARCHITECTURE - PUBLIC CLOUD

------------------------------- 2\
R
|
| |
| I BE
I |
Other Apps :
wPrivate J |
Amazon subnet I
Route 53 '\
|
I |
A | |
¢/, CLLIR
\é\ e w— | | Other Apps I I
a2 \ Private Private -7 /’ /
S~~~ e - —subnet — " subnet — T
— NN — — e . o — —— — — — — — — — — — — — —
g
INTERNET ==

Users

Gonec '-'—'\f Disaster Recovery Site - Sify Bangalore ______ __ =
t
REPLICATIO r- DMZ MZ Zone

(<
Serve

N LINK

MPLS P2P

Other Apps I

e — — e —




HIGH LEVEL FLOW - AWS PRIMARY WITH SIFY DR

» 2 AZs in Mumbai Region each with 1+
DC’s

= AZs <2ms apart

= No Single Point of Failure P

= Secure and highly scalable

= Near Zero RTO and RPO

* DR Enabled at Sify Bangalore DC
= Scale on Demand

Bangalore DC

— HSM
= RPO 30 Min & RTO < then 4 Hrs =l F"ewa@ Firewal Bangalore DC
Lo.ad Ba\ar.lcer Scales Full blOWn

—JI [g] Web Servers

—g" @ @ App Servers
Database Servers

Master

= Highest level of Data Assurance as required

Secure and
Compliant



HIGH LEVEL PRIVATE CLOUD ARCHITECTURE

Private Cloud DC - Mumbai

Private Cloud DR - Bangalore

~arisgl— s

WAN Router g=—======73 @ —=—=—=3 WAN Router

WAN Router g-—=—=—"—3

E-—=—=——-3 WAN Router

Switch P2P
s | M— plication Link

. /{:fj J

Switch

Firewall

Switch

: EEREEREER

[_ 10 Gig Fiber

——— 1 Gig Copper




PROPOSED LOGICAL SECURITY ARCHITECTURE-PUBLIC CLOUD DC & DR

r B ™
4 CUWAN i!gf;ae%
/MPL /MPL |
2 vDDot T
DMZ
vminet- ~l.§FW vminet-w%ﬁFW v%eckpo%‘ ‘\JGFW EI X/PEPB
\_ Perimeter Layer i ‘”5’3}2“5;')
(" )
vDAM VPIM . s
v iraje E vWAFg
\_ _J
(" )

g APP & DB . HIPS/ANT- )

. HIPS/ANTI-VIRUS/FIM
oo APP&DB __© W,




PROPOSED LOGICAL SECURITY ARCHITECTURE-PRIVATE CLOUD DC & DR

%L\N/MPLS
( .
Perimeter Layer
=
Fortinet NGFW
[ | [ |
N | /. |/ m—
. - = J
(
Network Layer
J
\

APP

E%Q

HIPS/ANTI-

,{AN/MPLS
( .
Perimeter Layer
4
Fortinet NGFW
[ ]
e |/ |/
N\ - = J
(
Network Layer
J
APP & DB )

o

% HIPS/ANTI-VIRUS/FIM

J




PROPOSED SECURITY MANAGEMENT LAYER

(
=
——]
FortiManager  Checkpoint
Smart

.

N\ )
[ BIG-1Q ]
== = e
DSM BIG IQ FortiManager Checkpoint DSM BIG IQ
Smart
O\ J

Public Cloud DC

Public Cloud DR

Private Cloud DC

Private Cloud DR




SOLUTION DESCRIPTION

NGFW

» Unified Threat intelligence sharing, policy definition and distribution across public and private clouds.
= Higher performance, Greater throughput

= Lowest latency across all firewall vendors

= Consistent security, receiving “Recommendation” rating in NSS labs NGFW Test from last 5 years

» Presence in Gartner Enterprise Firewall Leader Quadrant

= Complete network visibility across private and public cloud from single pane of glass

= Higher VPN performance, provides better user & application experience between private cloud to public cloud
connectivity



Application Security Not Addressed by Traditional Firewalls




WAF

Detailed Logging, Actionable PCI| Compliance Reports

[ T—

N——

et M 7o mcaa

Securty » Lvent Logs : Apphcaiion * Heguosts
& - Anpication -

Requests List
logal requasts Yeus cae
Moz e s T rm e -
W Legal ¥ tlegal @ Biocked Truncated 12 sarean 2 palcy M seIveses FTIEEe TS
Status | v Time Soverty = Source I Response Coce Requested URL Viciasicn Ratng
01007 @ 192168188111 WA T N 5

09:10:06 @ 152.168.188.111 WA i)

09:40:05 @ 192.168.188.141 WA piree Y “

<@ 09:10003 @ 192.168.188.111 WA prre)

Eort|  Clear Selecied | | Cleas oy Filler| | Clear ANl Totid Entries 4




DDOS

Network DoS Protection

ATTACKS

Server L2-L.4 attacks
SYN Flood
UDP Flood

ICMP Flood
Fragment, LAND, Christmas Tree
TCP Connection Flood

MITIGATIONS

FulHProxy Virtual Servers
Hardware (5K+)/Software SYMN Cookie
AFM Traffic Pattern Analysis
Industry Leading Connection Capacity
AFM Traffic Pattern Analysis
DDo3S Profile
Industry Leading Connection Capacity
* \irtual Edition = 3 Million
* VIPRION 4480 = 144 Million
Adaptive Reaping
TCP Idle Timeouts
Rate Shaping

Autack Type

Host Unreachablis

CMP Fragment

CMPwd flood

CMPvE flood

F Fragment Flood

P Option Frames

FVEG Extended Hesder Frames
FWVE Fragment Flood

Pwé extension header too large
PwE hop count <= <tunable>

Option Presant With lllegal Length

| Sweep
| TGP Bad URG
i TCF Option Owverruns TEF Header

| TCP RST Flood

TGP SY M ACK Flood

| TCP SYM Flood

TGP SYN Oversize

TCF Window Size

| TIDCKME

TTL <= <funabbe>

| Too Many Extended Headers
1 UDP Flood

| Unknown TGP Option Type

Detecban Staus
Enabled
Enabiled
Enabled
Enabiled
Enablad
Enabiled
Enabiled
Enablad
Enabiled
Enabiled
Enabled
Enabiled
Enabled
Enabiled
Enablad
Enabiled
Enablad
Enabiled
Enabled
Enabiled
nabled
nabled
nabled

mabled




HSM

————— ———————— —— — ——— —

/7
/

Public Cloud
/DC(aws) B Cowsmans
4
Virtual KeySecure

Host 1 with PF+PA

Host n with PF+PA

\  |Host 1 with PF+PA

Host n with PF+PA

—————————————————— —— "

S1



TREND MICRO DEEP SECURITY

Cloud

g >

P —

Data Center

E

Q==

Bl —

Deep Security
(Software or Service)

T PHYSICAL VIRTUAL VIRTUAL DESKTOP
| A :
= 4 : ol
Q)
Alerts Reports Administrator



DAM

McAfee Database Security Detailed Architecture
McAfee Database Security Web Console

McAfee | Databrse Security

— ]
[
DBMS Hosts
< MS SQL
N
N Server
HTTPHTTPS s [
Dwrt
. 5 Oracle
McAfee Database Security Server (J2EE) 2 &
DA
DAM Traffic
TCP Port for Sensor
McAfee DB Communication (DAM)

McAfee Database Security Back

S ity St JZEE -

sourity Server { ! End {(MSSQL/
Internal)

HTTPS Listening Port

s McAfee Database Security
Sensor

ePFolicy Or.(.:hestralor
Integration







CUSTOMER DC TO CLOUD - MIGRATION APPROACH

/

o = mm mm mm = Em = e E——

N

v" Complete study of

IT infrastructure & costs

v' Recommendations

v Best practices ,
resizing

detailed plan , high level

design

v Perform cost analysis

and estimate project

schedule and resources

— e o o o o

- ———

~

7/

o o o e o o o o o o

P e e e e

Proof of

concept

om TEm o o o oy

/

v" Build POC environments
for each critical application
& validate the functionality
v" Perform functional ,
Integration testing.

v’ cut-over and test the
functionality from target DC
v Testing , Integration and

documentation

\

- e e e o = - e

N\

o e o e o o o o o o -

— o o S EEE e B B B B By,

/

\

Migrate

non-critical
Applications

o T mm o o o

v’ Migrate TEST , DEV ,
UAT application instances

v Migrate backups and
Validate restore process

v Enable monitoring ,
alerts as per configuration

v cut-over and test the
functionality from target
DC

e e e e e o =

7/

e e e

— o o EEE EEE e B B B B oy,

\

~

S1

Migrate
Business

critical
Applications

— e o e - =y,

Migrate complete PROD
instances

Enable monitoring alerts
Optimize and fine tuning
Deploy automation

Operation integration
and maintenance

—-— o o o o o . e

N\

7/

e e e



MIGRATION PLAN

Conduct an AS-IS Infrastructure assessment

Estate Review (Server Hardware, Storage, Network, Backup & DR Infrastructure),
Business requirements, Process Requirements, etc.

Conduct a thorough workload (IT Infrastructure, Applications, Databases) portfolio
ELEWAH

Compute, Network, Storage resource utilization, criticality, clustering solutions,
platform dependency, backup strategy, Test / Dev / prod environment, etc.

Check for the dependencies on existing Infrastructure, Applications & Databases

Example: Mac address or HW dongle based licensing, IP addressing / VLAN
dependency, Other application services dependency, etc.

Sequencing the migration, data migration, re-sync of data before cut-over, testing
and hand-over to managed services team




AGENT BASED MIGRATION

-
R (\\?@9
& OO0
P4 .%(’b
7 2N
R
4
V4
V4
/
/
[
! I
MGMT LAN
——

3 3

Physical Database
server server

er DC

(]

Vmware
Farm

Custo

=> Software Agent

._-————————-—--->

= IPSEC VPN/ "-I

MPLS

/ /Support matrix \

« P2V, V2V
* Physical servers ( limited to x86

QMX)alization - Vmware , Hyperv
* OS - Windows , Linux , cent OS

I

|

|

|

1 .

| Pre-requisites
| » Software agents for each server 0OS
|

|

|

|

|

|

* Migration tool server at target
+ Bandwidth for data migration
Key Highlights

+ AS-IS migration of OS and
applications along with data
» Ease of deployment

Minimal switch over time /

B T p S —

/

_— e o o o o o E—

-

Methodology:

Migration server communicates
to the source server through
software agents installed on OS.

Initial Full data is migrated over
WAN / IpsecVPN

Incremental Data is then
replicated to the multi-Cloud
over IPSEC

N o e e o o o o e



MIGRATION STRATEGY

» Based on the shared inventory by UTI team, SIFY team will migrate the Instances from current
location to SIFY cloud & AWS.

» SIFY will use CARBONITE MOVE tool for the on the on-time migration of onsite instances in to the
AWS platform.

» Carbonite Move Powered by Doubletake quickly and easily migrates physical, virtual and cloud
workloads over any distance with minimal risk and near-zero downtime.

» To avoid downtime and data loss, Carbonite Move replicates the source system to the primary
target, using AES-256 encryption to pass the data over the wire

« Carbonite Move enables you to make new infrastructure choices without impacting system
availability. With the power to migrate workloads to and from the cloud, between physical and
virtual systems, and around the world, you’re free from platform lock-in. And, Carbonite Move
supports Windows file and folder migrations, as well as full Windows and Linux system migrations.

» The Carbonite Move solution can also streamline upgrades to Microsoft SQL Server. By maintaining a
synchronous source and target, Carbonite Move enables you to cut over between two instances of
your database with almost no downtime for end users



MIGRATION STRATEGY

Source Server to Target Appliance

Recover replication agent ports 6320 and 6325

— "
7 »
<
Web
Browser
Organization
3-= - =N
Replica Target Worker
Source Server Appliance
S T
-
Component to Component Communication and Port Arrow Color
Web Browser to Carbonite Recover | HTTPS port 443 ﬁ
Source Server to Worker HTTPS port 6326 '
Target Appliance to Worker HTTP port 5985 and HTPPS 5986

Data replication between
DC and DR always on
secure port and encrypted

All the DR operation infra
system is associate at DR
site

DR target server will be
paced into groups as per
application and OS
segregation

Replication group will be
into multiple streams



UTI DR APPROACH

— o o o . . e E——

Design

v' Study of IT
infrastructure

v Recommendations

v' Resizing & detailed
plan

v" Perform cost analysis
v' Estimate project

schedule and resources

o= e s o o -y

Implementation

v" Implement

Network/Security for
UTI DR environment

Implement application
and database Instance

Implement and
Configure
storage/volumes for all
identified Instances

e e - - = == = P

— o . o . . o ———

Integration &

Data
replication

v Integrate Sify DR with

initial data copy from
AWS

Enablement of data
replication for all
protected Instances

Creation and
enablement of
application grouping

e e e = = == =

g o o o o o oy

UAT

v’ Identify application for
UAT

v' Sify shall work with UTI
team for UAT testing

v" Perform functional ,
Integration testing.
v' Cut-over & test

functionality from target DC



PUBLIC CLOUD DR - APPLICATIONS FACTORED WITH SIZING

PMS Server 2
Web server 3
Digital Transaction System 3
Wealth spectrum 2
UTI Mutual Fund 4
utibuddy 4
Active Directory 1
Other 6
Backup servers 2
Other security servers 12
VCPU 199
Memory 669
Storage 17861

Chart Title
‘ 3
4
\ 2
\‘\”
= Web server
UTI Mutual Fund utibuddy

= PMS Server Digital Transaction System
= Wealth spectrum
= Active Directory Other Backup servers

= Other security servers



REPLICATION STRATEGY

Architecture Overview

INTERNET - -
DC AWS m R

. w :
M
DRass | WebServer  APPServer 3

pr IMGMT Servers DATABASE
: : Server

fesessesssscsscssennane -

A ™ DRaasagent

An 3-tier environment ( web , app and DB ) was setup in AWS- Mumbai region replicating to
Sify Cloud in Rabale, Navi Mumbai. The connectivity between these locations was established
and tested separately, using Route 53.



WINDOWS: HOW DOES FULL SERVER WORK

Program Files
ProgramData
Users
Windows
Registry

¢ Data

Another connection is
C:\Staging- established to protect the
==l Target's System State
Data back to the Source’s
Staging-SSM folder if using
Carbonite Availability

Program Files
ProgramData
Users
Windows
Registry

C:\Staging-
SSM

[
1
1
1
1
1
1
1
1
1
1

-

Pre-Requisites

Size of the
system

state @ both DC
and DR

Both OS version
are identical
Data drive size is
sized as per
actual data size



WINDOWS: HOW DOES FULL SERVER FAILOVER/CUTOVER

Program Files
ProgramData 2
Users

Windows

Registry

¢ Data

C:\Staging-
SSM

—

The Target Server then
reboots and replaces the
registry while moving any

remaining staging files. At
this point the Target no
longer exists and is now
the Source

Program Files
ProgramData
Users
Windows
Registry

Data

Program Files
ProgramData
Users
C:\Staging-|  Windows
SSM Registry
—/j




WINDOWS: HOW DOES FULL SERVER FAILBACK WORK

Program Files
ProgramData
Users
Windows
Registry

Data

Program Files
ProgramData
Users
C:\Staging-|  Windows
SSM Registry
PRN—

The Target Server then
reboots and replaces the
registry while moving any

remaining staging files. At
this point the Target server
will have all data with
changes at DR execution

C:\Staging-

SSM

Program Files
ProgramData
Users
Windows
Registry

Based on the
number of days to
retention data at the
DR and the rate of
data change , the
storage size of the
staging SSM has to be
factored at DC end.

For Example :

If the data retention
is for 7 days with
rate of data change
50 GB per day for
the VM , we need to
factor 350 GB at
source server.

—— o o o o o e e e e e e e o o



DATA PROTECTION FROM DC TO DR

DC-
MUMBAI

NTERNET

e |
,

- SN

Physical servers | VMware servers

Snapshots
[ Enable scheduled snapshots

Take snapshots on this interval

DR - SIFY

SPOKE C

L2 MPLS ( replication Link )

NN

g B

iy
g’} DR Console DR MGMT

THIS DIAGRAM REPRESENTS ONLY LOGICAL VIEW OF
SERVERS DURING VARIOUS SCENARIOUS

7
! Work Flow :

S A EEE EEE EEE B B EEE EEE BN BN EEE BN EEE EEE EEe S Sy

\
N\

» DR agent installed on each guest OS
at DC will constantly communicate
with DR console server at DR site

+ Initial Full data is migrated to the
external storage and shipped to Sify
DC and VMs are imported from Sify
Cloud ( VPE)

* Incremental Data is then replicated
over WAN through DR tool

Pre-requisites:

+ DR agents at DC site,

+ DR Console server at DR site

* Replication link as per data rate of
change.

Key Highlights

» Easy to deploy by installing a simple
DR agent on OS

» System state of source servers will
be continuously replicated to target
VM

» Applicable for all x86 servers

( physical or Virtual)



FAIL OVER FROM DC TO DR

DC-
MUMBAI SPOKE B
% SPOKE C -

%E 5

= =

Q SIFY INTERNET

)
)
INTERNET for ipsec

SIFY = lbeecgeececcccccccccccaas
replication Link )

iy g Vi
wilh % Y fl '™ ‘w il “»
DR Console DR MG

&DRaaS Agent /

7
DR - SIFY ! Work Flow :

During the failover or during the DR
drill , the source will be powered
off by DR tool and the replication
will be broken.

The DR tool will automatically
overwrite the system state of
source server through the failover
process.

In case of snapshot configured , we
can restore the VM from the
previous snapshot.

The specifications like Ip segments ,
server name , compute can be pre
configured in the DR console and
automatically brought up during the
VM startup process.

Sanity health check will be
performed by Sify technical support
and VM will be handed over within
agreed RTO.



REVERSE REPLICATION FROM DR TO DC

DC-
MUMBAI -

SPOKE A

P
INTERNET

Physical servers

VMware servers | | HyperV servers

t DRaa$S Agent

L2 MPLS ( replication Link )

SPOKE C

r

S

Y

DR Console

DR - SIFY

s // ‘f‘}
SIFY INTERNE
for ipsec

¥

DR MGMT

! Work Flow :

S I EEE EEE EEE EEE B EEE EEE BN BN EEE BN EEE EEE EEe S Sy

* Once the primary site is up or DR
drill is completed , the reverse
replication process will get started.

» Through DR tool , data replication
will be initiated between the
servers at DR and DC.

+ DR tool validates the data
availability and copies only the
delta changes from DC to DR.

Note : Both DC and DR has got the
agents installed during the reverse
replication.



FAIL BACK FROM DR TO DC

DC-
MUMBAI -

SPOKE A

T,

INTERNET

Physical servers

VMware servers | [ HyperV servers

t DRaaS Agent

L2 MPLS ( replication Link )

SPOKE C

<,

r

S

Y

DR Console

DR - SIFY

SIFY INTERNE
for ipsec

¥

DR MGMT

! Work Flow :

S I EEE EEE EEE EEE B EEE EEE BN BN EEE BN EEE EEE EEe S Sy

Once the reverse replication is
completed and the complete data
has been migrated from DR to DC ,
we initiate the failback process.
During the failback , we break the
replication through the DR tool
Servers at DR will be shut down
automatically once the replication
is broken.

Finally we initiate the failover so
that the data will be replicated
from DC to DR as it was originally
done.



AWS DC & SIFY DR DATA REPLICATION ARCHITECTURE

console server and VM at the DR site is brought up.

e e e e e e — e ————
- P
Li * Inactive for I Pre-requisites
Elastic Route BN production I 1. Carbonite agents in the primary site
Load Balancer 53 'S | ) ) )
I 2. Carbonite console server in DR site
\ I 3. Carbonite management server in DR site
|
Proxy
server 1 Work Flow
| 1. Carbonite agent is installed at each of source servers.
| . .
I 2. The agent communicates to the Carbonite Console server
égf\};craﬁon | 3. Dataisreplicated to the DR site from primary to DR
| 4. During the fail over , final sync is performed by the Carbonite
|
Database | 5. During fail back , the data is replicated back to primary site (
i |
Data | Master Native > Database reverse replication.
Volum DB Replication Server |
¢ \_ / I
AWS AZ Sify Bangalore DC :

Scaled down stand-by DR

Scale up for production use

N

— e E—— - O - S M M M S S S M e e e e e e e

/






SOLUTION ARCHITECTURE FOR 3P-DC & PUBLIC DC S]fy

Store
For backup

.‘j
‘E data Repl1cat1on ©

Commvau
Commvau Commvault Primary Backup Backup Primary Commvault It
It Media Storage data data Storage Media Commser
Commser Agent Storage Storage Agent ve

ve

L 3P-DC____ ___3P.DR |
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COMMVAULT BACKUP DATA STORAGE (D2D) SIZING s1fy

Type of Backup Retention on Disk in Weeks

Daily Incremental Backup 4 Weeks
Weekly Backup FULL 4 Weeks
Monthly FULL 1 Year

Yearly Backup 10 Year

DC Location Total No. of VM's Total Front End Data (TB) D2D Size (TB) Usable
1 Public Cloud Primary 55 57 97
2 Public Cloud DR 25 14 17

3P-DC 16 9.28 14
4  3P-DR 10 7.5 12

60



AGENTLESS HYPERVISOR SUPPORT

Private

VMware

Microsoft Hyper-V

Nutanix AHV
OpenStack
Oracle VM

Virtualization

Amazon

vl

Mutanix
AHY

Microsoft
Azure

OpenStack

» Red Hat Enterprise

Virtualization
= Citrix Xen

= Huawei

Azure
Stack

Oracle
Cloud

Docker

Oracle

¥

Pe

FusionCompute
VRM

LS

Fed Hat
Virtualization

Public

Amazon

Microsoft Azure
Oracle Cloud

Google Cloud Platform
VMware on AWS

-
o &

Google Cloud Microsoft

Platform Hyper-V
() o
VMware Citrix

viCenter ¥en



DATA PORTABILITY

When was the last time you read the terms

Quote from a big pharma prospect: “So you want my cloud vendor to host my SRl Whan U VR KR )
production as well as backup data?”

‘al
¥ webservices SERVICE HEALTH DASHEOARD

Amazon Wob Sordoes = Sorvios Hoakh Dashboard

Increased Error Rates
9340 UB-EAST-1, which Wearw
‘actvely working on remedialing the issus.
Get a personalized view of AWS service health e

‘Open the Personal Health Dashboard |

Current Status - Fes 2n, 2017 PST

Amazon ioes publishes

ul in the table below Check back here any tme 1o get

et up--the-mi
infematian, ar ASS foed 10 ba notited of
that i ek,

you arm
by the "Cantact Us” Ik o
report. Al dates and times are Pacific Time (PST/POT).
Marth America South America Eusope Asin Pacific Contact Us
Recent Events Detalls RES

& Mo recent evonts.

during scheduled maintenance windows, while taking into consideration low traffic periods and geographical

raguirements. The typical scheduled maintenance period is once a month on Friday, initiating at approximataly

20:00 data center local time, lasting around 10 hours. There are exceptions to this schedule for some Cloud mware
services; further documentation is available on My Oracle Support in Knowledge Article 1681146.1:

https:/support. oracle com/epmosifaces/DocumentDisplay?id=1681146.1.

Qracle reserves specific maintenance periods for changes that may require the Cloud Service to be unavailable
during the maintenance period. Oracle works to ensure that change management procedures are conducted

Control your own data, don’t let the cloud vendor control your data and your business
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IMPLEMETATION METHODOLOGY
& PROJECT PLAN




Discovery @ Design
@) Assessment @» Implement @» Monitor Manage

Aug Sept % Oct % Nov

Wi w2 w3

Apr May Jun % Jul

W1 w2 W3 w4 Wi w2 w3 wj

W1l w2 w3 w4 Wi w2 w3 wij

W1l w2 W3 wj W1l w2 w3 w4

W1l w2 w3 w4

Discovery

Build and Deployment of
Public Cloud Infrastructure
n MIIEStone 1 Build and Deployment of

Cloud Architecture Private Virtualized
2019 Infrastructure as-a-service

and Deployment of
oud Management
Platform
Establish a Network Infrastructure Operations Center & comprehensive
security layer across all landscapes

m Milestone 2

Security Layer
2019

E Milestone 3

Application transition

2019 {
{ Knowledge

ion of all identified applications to the respective target
landscapes

Transition and
Training

m Milestone 4

Knowledge Training
2019

Start Infrastructure Man ment Services with SLAs

E Milestone 5

Go Live!
2019

Program Management






GOVERNANCE ORGANIZATION

_ _ 3 Regular meetings to:

Executive Steering Committee = Communicate Your strategic business
+ Customer direction and priorities
- SIFY  Link business and IT change

= Financial oversight

= Business Transformation

Steering Committee Regular meetings to:
« Customer = Review overall project plans
- SIFY = Allocation of resources
= Ensure priorities are met

Project Office Day-to-day control:
« Customer Executive - Execute project plans

« SIFY Project Executive = Ensure priorities are met
= Manage change control

Service Delivery On-go;_mg Service Dehvc_ery:
. SIFY Deliverv Team » Achieve or exqeed set deliverables
ry = Regular reporting thru Dashboard

TACTICAL STRATEGIC

OPERATIONAL

Relationships at
executive, management
and practitioner levels.

Management of
contract deliverables
and functional.

A management system
for reviewing, status
reporting and
addressing issues.






ESCALATION MATRIX

sify

Sify CEO

UTI Mutual Fund

ClO, Executive Sponsor

Sify Program Director

Program Director

Sify Account Manager
Sify Business Relationship
Manager

Service Owner
Service Delivery Manager

Sify Delivery Head
Sify Infra / Apps Delivery
Manager

Service Delivery Manager

Issue Tracking

Systematic Tracking
and Closure of
Issues

Time bound issue
resolution

Issue owner clearly
identified

Regular reporting
and escalation in
status report for
quick resolution

S1






EXPECTATION FROM UTI STfy

A dedicated project team from UTI AMC’s side is a must to ensure that we collectively meet
the end goal.

Critical Tasks / Dependencies

Task | Duration

Provide input to the detailed requirements definition Within 3 days

Provide input, feedback and approval for the acceptance test process. Within 5 days

Approval of Design by UTI AMC Within 7 days
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OUR TOOLS AND AUTOMATION CAPABILITIES

s1fy’

UNIFIED MONITORING OF PUBLIC AND PRIVATE IT ENVIRONMENTS

* Multitenancy

» Dashboard & Reports

+ Distributed Architecture

+ Unified Trending

+ Visual Alarms & Reporting
+ Email Alerting

31 Party Integration (Service
Now for ITSM )

+ Agent and Agent less
Monitoring

* UMP (Portal ) available via
Mobile

Power
Efficiency

«

Network
LAN & WAN

Dashboards and Reporting

End User Response Time

Performance and Availability

Service Levels

Events and Faults

Server
Physical & Virtual

Database
IT & Business

O

Application
Commercial & Custom

Application Monitoring
Server Monitoring

Cloud Monitoring
Virtualization Monitoring
Database Monitoring
Storage Monitoring.

Data Center Monitoring
Main Frame Monitoring
Response Time Monitoring
Big Data Monitoring

Basic Network Monitoring

Cloud
Public & Private
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WHY CATOOLS

Unified view of all services

Proven and Matured Player for Delivering on
Managed Services Platform

Expand to other Infrastructure Devices and
Applications

Enables from moving from Reactive support to
Proactive

Industry Standard Proven Tool for Large customer
base and Deployments

Excellence in Monitoring and Management -
Scalable, Robust, and Ease of Mgmt.

Improved Visibility - Reducing MTTR (Mean Time
To Resolve)

Better Integration among across various industry
recognized tools

Plug and Play with custom probes to monitor
certain features

Enables Pay-As-You-Go Model

Unified view of IT

ey —
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SERVICE NOW ITSM TOOL INTEGRATION WITH CA UNIFIED Sﬂ@?
INFRASTRUCTURE MGMT.

Bridging the gap between Business and IT

Service
Catalog &
Request

7/
A
Processes .
Service Level
1

CMDB
Service Desk

=

Message Bus
[
-/

Monitor
Alert DB - -
Nimsoft Applicati . Virtualization Nimsoft Unified
ns pplication N Management
Unified 4 Architecture
Manager

Database
Network

74
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TRANSITION METHODOLOGY

« Transition Prerequisites

g:g Planning

Transition Execution \
> Quality Gate 3 >~ Quality Gate 4

Quality Gate 1

N> Quality Gate 2

v

« Transition plan sign off

Governance structure

+ Acquire knowledge through
study and Infra analysis

Prepare Technical Documents
(IMTD & AUD), Process
document

B ti and °
. solution + Finalize KT Schedule
+ Finalize tivity + Accep Criteria - Detailed
solution base-lined transition plan,
2 > finalized transition P
Acceptance criteria criteria

Clearing of readiness
assessment

Contract sign off

+ Identification of key risks

Initiate access requirements

+ Acceptance criteria - Present
and validate feedback/sign off,
and first draft technical
documents sign off

v

Gather additional knowledge
by observation

Handle tickets as per
Shadow support plan

Update technical d "

v v v

+ Handle tickets as per Primary
support plan with escalated
support

« Evaluate effectiveness of
transition

« Finalize operation and SLA
reporting

Acceptance Criteria - % of
Tickets / Tasks / Activities

managed independently

v

Finalize Transition G s C p of Ki g LR o P A -“w
MCM’;MM W_]:m‘ activities

Setup TMO Processes « Complete handling of tickets
Finalize KT session + Draft Technical Document for as per agreed plan
Requisite Accesses SN * Finalized Reverse Support
3rd Party & OEM review et oy SuepoLs £809-0p plen

Integrated Transition Plan

« Startop reporting

« Acceptance Criteria - % of
Tickets / Tasks / Activities

+ Command / War Room

center establishment
System stability ensured

+ Cushioning BAU operation

Expert watch of customer
support services

+ Acceptance Criteria -

S BAU and Delivery

+ Complete handling of tickets as
per agreed primary support

« Finalized Hyper-care plan
+ Communication to end user

about change in service p

handover

+ SLA Ramp Up begins
« Publish Service Delivery
Reports



TRANSITION ROADMAP

= |dentify the complexity

= Load Program manager

= Parallel Off-shore team
readiness

= Named Lead Resources
travelling to on-site for KT

= Validate available doc’s

= Prepare SOP, Process &
Procedure Doc’s

= Take over the (Specific)
primary support role after 45
to 60 days

» Stabilize the services

= Providing standard reports

= After the stabilization phase
mutually agree on the standard
SLA’s

= Continues Service
Improvement

r 2-3 months 7 To 8 9 Months To 60
7 22  months Months
q z 2
Diligence - Transition Phase l Service Steady State
(Workshop) - : | Stabilization Services
Continuous
Setup PMO Trackl Improvement
Office * Tools Setup, Test & Sign-off
+ Service Management &
Tools, Process, Defining Processels
A People . Track 2 « Track wise Standardization &
Ssessmen * Service Desk Stabilization Automation

Infra
Environment,
Assessment

Service Level
Assessment

Security &
Compliance
Framework
Assessment

-
o
(]
=
c
(@}
@)
o3
c
&
o
c
o
=
7
c
(]
S
'_
Q
N
©
=
L

Detailed

Transititn Start

» Desktop Support

Track3
* Network Support

» Data Center Services
1

Track4
* Hands and Feet's Support
* Asset & Vendor Mgmt.

Track5
« Validation & sign-off

Setup A | A

People Ready Parallel Run

Cut Over

Ramping up to
Agreed SLAs

Steady State
Governance
Transition

Document, Review
and Upgrade ITIL
Process

Improved Operations
& Reporting to
Business

Innovation & New
initiatives

A Continuous Improvements

Change Management and Service Management




SERVICE DELIVERY MODEL




INTEGRATED SERVICE DELIVERY MODEL S1

Solution drivers

Risk mitigated Transition of Services

Process standardization

Solution Highlights

This Integrated Service Delivery Model provides
tiered operations for onsite team with clear
ownership boundaries

Integrated Service Delivery Model leveraging
cross tower synergies between Service Desk and
Tier-1 DC Operations

Single point of contact and SLA based Service
Ownership across the entire Data Centre
Network

Consistent Service experience through Service
Management Office (SMO) to implement and
ensure ITIL process and compliance

Covers range of devices from leading vendors
supporting various business needs

Single point of ownership - End to End SLA
Based Delivery

Delivery using ITIL V3 Compliant Process
framework

Maximizing remote monitoring and management
of L1 and L2 Operations with optimal presence at
Onsite / Datacenters for co-ordination and touch
service

UTI AMC Users

el )

Alartc

Service Desk (Sify, Chennai) Infra. Monitoring Team (Sify, Chennai)

Categorize, Prioritize, & Respond Tools Hosting
Initial diagnosis Incident Escalation, Investigation Proactive Monitoring and Management
& diagnosis 24 x 7 Management and Monitoring of tools

Level 1

Resolution and recovery, Incident closure Platform

RCA, faults, Configurgtion, and Performance Configuration of tools dashboard, Process

L2 Operations (Remote Support)

] = g N Infra_l.llnfra Virtualization 0 BuEiiess
MERTE B APDICANON Vo = 5 Applications
s ¢ %8¢ | 3 = 5 E Storage/Backup 8=
E’ [ 238 %3 e o dm & S 1T Infra Securi

8 | <g | z DC-DR Drill WANI/Link S g vy
> < o= Mgmt.
Magmt Monitoring 7
Troubleshooting of complex issues, Root cause analysis, Documentation,

A Trend analysis _and fordcasting, and D MS

® | :

PN Level 3 — Operation Team (Remote)

% Project Mgmt.. Infrastructure PM Support, Project Services Co-ordination & Support,
-

Governance

I
L}

UTI AMC Scope
SIFY Scope



CHALLENGES & MITIGATION PLAN

CHALLENGES

Application functionality testing in New virtualized
infra after P2V migration

MITIGATION

Feature of non disruptive testing helps to test the application functionality in
new infrastructure without disturbing the production setup and incremental
data replication will happen at backend.

Cut-off time planning;

Cutoff time/switchover time can be well planned in advanced and during the
scheduled period all the servers will be migrated from P to V.

Application testing and grouping

Servers role and application dependency will be well planned and servers will
be grouped accordingly. Non disruptive testing will helps us in validating the
groups. This will helps batch wise migration with very minimal downtime.







PROJECT CORE TEAM

Arindam Mukherjee

(CEO-West)
" . Uday Sharan Srinivas Anappindi
?Aa\:}II;I-P‘;:(I)r; (Deputy Manager- (Del.Head-
Projects) ManagedServices)
Jitender D o
Mariswaran Sathyanarayana
(HT.a d-CE&:, Selvarajan (Network & Security Vf:gzoP;é)B
DA (AVP- Delivery) Engg)
. . Electrical /Mech/Civil
Solution Architect Enterprise Team
Team Network
Architect Team —

| Storage Engineering
Team

. Storage Engineering
Team

T

Engineering Team

Security
Engineering Team

Safety & Security
Expert Team

I Draftsman



POST IMPLEMETATION SUPPORT
& OPERATION




DELIVERY PROCESS - CALL FLOW S1

Highlights Service Delivery Model (SDM)

Field Support Teams
- . - | é ‘ Local Desk / VIP etc
Integrated Service Desk ( a Remote Connect Hands and Feet Support
=  End-to-end ticket Ownership anecs >
) ) Knowledge Management /T\
= Proactive Service Desk P \ -
®"  Process Standardization

Customer English

o 6

Call Recording/Quality

Phone/ / Request Fulfillment
v

#‘ Email —_—

® Knowledge Mgmt. i . o Lt
:Z.aIJ\ Ml?cr:t’ion y \ Sify Infra Teams
= Automated tools @ B NOC/SOC/RIM
> | 3: Others .
' . Sify Apps Teams
Service Desk v app
Portal \ J/

Email /
Tickets

Third Party

24x7 Global Support / ITIL Process




CONTINUOS SERVICE IMPROVEMENT FRAMEWORK

Customer Feedback




CONTINUOS SERVICE IMPROVEMENT STRATEGY

Service

Improvements

Initiatives

A 4

Process Improvements

Benefits

A 4

Fault Prevention

Improved CSI

Root cause Analysis

Improved CSls & Reduced
Downtime

A 4

Enhance KEDB

A 4

Reduced Incidents

Improvements in testing
before changes

A 4

Improved Productivity

Strategic
Improvements

Shared Services / Remote
Manageability

Reduced Change Failures &
Outages

A 4

Benefits Analysis

Cost Savings

A 4

Business Transformations

Increased Visibility

Innovations

KPI driven Processes

Reduced Cycle Time







DC TRANSFORMATION & MANAGED SERVICES FOR MAX BUPA HEALTH INSURANCE O

a
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A leading heath insurance company & growing at a 30 % YOY rate. With a client base of 2 million. To support the expected growth required to have an IT set up which is reliable,
Scalable, Optimised, Secure, and always available. This initiative covers the technology upgrade & transformation of the IT infrastructure and also the consolidation of the IT
infrastructure and the Datacentre.

Drivers for the Opportunity

Transform the current Infrastructure to have the
latest in technology, efficient and ready to scale.
Consolidate the applications infra in different data
centre.

Provide high availability for the application with
improved security.

Provide a round the clock monitoring and support

Solution

—

e

Soleris DB server

S

e
==

= -a-a

Sify Primary DC

ﬂ
™
< -

Built a Private Cloud for DC & DR

Migrate 100+ servers and 60 TB data migration
VMware, OVM based Hypervisors

Enabled DRaa$ tool based replication and recovery at
DC and DR with RTO/RPO SLA’s

Improved Security Significantly

Project Management for Implementation

Managed Services for 5 years

Managed Services

* Incident Management

»  Change Management

*  Problem Management

» IT Security Support

+  Call Centre, VC &Telecom Support

IT Landscape
= Data Centre - 2 at Delhi, 1 at Mumbai
= DR @ Bangalore

*  Network Support

. Datacentre, Server,
recovery Mgmt services

«  Database Support

*  Hardware Warranty/ AMC

»  Strategic Planning

Storage, Back-up and disaster

Solution benefits

» Business Services are continuously available o
+ Improved Performance & Operational Efficiency o
» New Age DC + DR set-up o
» Zero Downtime Migration o

* Quick set up reducing planning & deployment time

Granular recovery intervals & data protection
Large Bandwidth to replicate DC data
Seamless transition to Managed Services
State of art tools, process and procedures




DATA CENTER TRANSFORMATION & MANAGED SERVICES FOR GIC RE >

F

A leading heath insurance company & growing at a 30 % YOY rate. With a client base of 2 million. To support the expected growth required to have an IT set up which is reliable,
Scalable, Optimised, Secure, and always available. This initiative covers the technology upgrade & transformation of the IT infrastructure and also the consolidation of the IT
infrastructure and the Datacentre.

Drivers for the Opportunity

Transform the current Infrastructure to have the
latest in technology, efficient and ready to scale.
Consolidate the applications infra in different data
centre.

Provide high availability for the application with
improved security.

Provide a round the clock monitoring and support

Solution

—

e

Soleris DB server

S

e
==

= -a-a

Sify Primary DC

ﬂ
™
< -

Built a Private Cloud for DC & DR

Migrate 100+ servers and 60 TB data migration
VMware, OVM based Hypervisors

Enabled DRaa$ tool based replication and recovery at
DC and DR with RTO/RPO SLA’s

Improved Security Significantly

Project Management for Implementation

Managed Services for 5 years

Managed Services

* Incident Management

»  Change Management

*  Problem Management

» IT Security Support

+  Call Centre, VC &Telecom Support

IT Landscape
= Data Centre - 2 at Delhi, 1 at Mumbai
= DR @ Bangalore

*  Network Support

. Datacentre, Server,
recovery Mgmt services

«  Database Support

*  Hardware Warranty/ AMC

»  Strategic Planning

Storage, Back-up and disaster

Solution benefits

» Business Services are continuously available o
+ Improved Performance & Operational Efficiency o
» New Age DC + DR set-up o
» Zero Downtime Migration o

* Quick set up reducing planning & deployment time

Granular recovery intervals & data protection
Large Bandwidth to replicate DC data
Seamless transition to Managed Services
State of art tools, process and procedures




CASE STUDY - DHFL Gl

sify’

A leading heath insurance company & growing at a 30 % YOY rate. With a client base of 2 million. To support the expected growth required to have an IT set up which is reliable,
Scalable, Optimised, Secure, and always available. This initiative covers the technology upgrade & transformation of the IT infrastructure and also the consolidation of the IT

infrastructure and the Datacentre.

Drivers for the Opportunity

» Transform the current Infrastructure to have the
latest in technology, efficient and ready to scale.

» Consolidate the applications infra in different data
centre.

» Provide high availability for the application with
improved security.

» Provide a round the clock monitoring and support

S

Soleris DB server
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Sify Primary DC
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Solution

Built a Private Cloud for DC & DR
Migrate 100+ servers and 60 TB data migration
VMware, OVM based Hypervisors

Enabled DRaa$ tool based replication and recovery at

DC and DR with RTO/RPO SLA’s
Improved Security Significantly

Project Management for Implementation
Managed Services for 5 years

Managed Services

* Incident Management

»  Change Management

*  Problem Management

» IT Security Support

+  Call Centre, VC &Telecom Support

IT Landscape
= Data Centre - 2 at Delhi, 1 at Mumbai
= DR @ Bangalore

Network Support

Datacentre, Server, Storage,
recovery Mgmt services
Database Support

Hardware Warranty/ AMC
Strategic Planning

Back-up and disaster

Solution benefits

« Business Services are continuously available

» Improved Performance & Operational Efficiency
* New Age DC + DR set-up

» Zero Downtime Migration

* Quick set up reducing planning & deployment time
« Granular recovery intervals & data protection

* Large Bandwidth to replicate DC data

* Seamless transition to Managed Services

« State of art tools, process and procedures
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ENTERPRISE DATA REPOSITORY ARCHITECTURE

AWS Glue (data catalog) Amton
Amazon Cognito Active Directory
———— | .
‘— Amazon DynamoDB
-—
Amazon S3 cum uthovlz
(data lake console)
= O = -Q-
Amuonmm AWS Lambda
(data lake RESTful A (data lake microservices)
W e
data lake CU IAM roles
(RESTful API access)
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UNDERSTANDING THE SCOPE

UTI Database (Exadata Requirement)

5r. No.
Applications
MIS VPAY UTI Intranet site Wealth Spectrum
1 |Required No of Cores (VCPUs) 12 2 2
2 |CPU Family Intel Intel Intel
3 05 version RHEL 7.2 Linux Linux
4 OS Disk Capacity 80 100 100
] RAM in GB 128 1 4
& |5torage type SN SAN 54N
7 |Total Storage allocated in TB 10 0.04 0.1
8 |Oracle DB Version 12c 11g 11g
3 RTO/RPO (In HOURS) 24/24 24/24 0.5/24
10 |Existing DB License B Core 100 NUP 100 NUP
11 |Encryption (Data-at-rest) Yes Yes Yes
12 |Encryption (Data-in-Transit) Yes Yes Yes
13 2000 1000 1000

Data Storage 10PS




SIZING ON EXADATA X7-2

Database Name (The Sizing on Exadata
Database which need to be Cores/ X7-2 core
migrated to Exadata) Processor  [vCPUS DB Size in (GB) Write IOPS [Requirements
MIS VPAY 1 12 10000 2000 2

UTI Intranet site 1 2 40 1000 2

Wealth Spectrum 1 2 100 1000 2

MIS VPAY

Exadata X7-2 Full Rack (384 cores) OLTP Write IOPS = 5.4 M 5400000
Per Core Write I0OPS 14062.5
UTI Core Requirement (As-Is) 0.14222222
Minimum Cores Required 1

https://www.oracle.com/technetwork/database/exadata/exadata-x7-2-ds-3908482.pdf




RECOMMENDED SOLUTION

Solution Exadata As A Service

Prod DR UAT SIT_| Dev
MISPAY 1 Proc RAC/DB/AS/AVDF/DV .
roc
UTI Intranet RAC/DB{)@S/AVDF/ Il:(E(;CDB/AS/AVDF/DV DBZ/ZrSO/CDV DBZ/Z;O/CDV
Wealth Spectrum 1 Proc RAC/DB/AS/AVDF/DV
Environment Exadata as a Service Intel server Exadata as a Service Lt sl

Server Server




LICENSE REQUIREMENT

Required License as Per Proposed Solution

Processor Available Pu-rrcc:)hlzie d
Oracle RAC 6 3 3
Oracle DB 9 3 6
Advance Security (AS) 9 0 9
Audit Vault and database c 0 c
firewall(AVDF)
Database Vault (DV) 9 0 9




BOM

DB SERVER

EXAAS-6CORE-48GB-1TB-NL-DBRAC

w
—
-

ExaData Database Machine X7-2 - 6 Cores
Cloudinfinit orchestration for Oracle Exadata
Database Machine

Managed Services for Exadata Environment at
Sify DC

Includes 1TB Storage in ExaData

EXAAS-STR-PER500GB

Additional 10TB (20 * 500GB) Storage in

ExaData




IMPLEMENTATION METHODOLOGY
1. Sify will provide Exadata-as-a-service to run Oracle database for applications MIS VPAY, UTI
Intranet site, Wealth Spectrum at Sify DC, Mumbai as Primary Production Site and UAT.

2. Based on the current requirement, Sify will provide 6 cores of Exadata-As-S-Service and 12
Cores of Intel Server.

3. Sify will do the Exadata X7-2 Provisioning including Network, Compute, Storage etc. at PROD
and UAT.

Sify will apply OS patches and kernel parameters for Oracle.
Creation of File systems for Oracle Binary and Oracle Database Files will be done by Sify.
6. Sify will do the Exadata environment at PROD and UAT.



COMPREHENSIVE SUPPORT FROM ORACLE
ORACLE’ ORACLE

PREMIER SUPPORT

PREMIER SUPPORT

Complete. Proactive.

» Specialized Engineered

Integrated. No Additional Cost.

» Oracle engineers perform
remote patch installation and

dystems 24x7 fault monitoring
support team | |
« 24/7 support » Faster response and restoration:

2-hour onsite response to
hardware issues

Updates and upgrades for
Database, Server, Storage,
and OS software

Proactive support portal
(MOS)

5 Minute Fault Notification

15 Minute Restoration or
q Escalation to Development

5
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30 Minute Joint Debugging
with Development
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ORACLE EXADATA PREMIER SUPPORT SERVICE

Oracle Premier Support for Systems includes Oracle Linux support and 24x7 with 2 hour on-
site hardware service response (subject to proximity to service center)

Oracle Premier Support for Operating Systems

Oracle Customer Data and Device Retention

Software Configuration Services

Oracle Platinum Services (24/7 Monitoring)

Business Critical Service for Systems

Oracle Exadata Start-Up Pack

System Upgrade Support Services including hardware installation and software configuration
Oracle Auto Service Request (ASR)



KEY DIFFERENTIATOR

No AW

@

10.
11.
12.
13.

Exadata Will better qualify with performance and Elasticity requested as per the RFP
Less License Requirement and Major Cost optimization of license due to Exadata solution.
Active/Active setup which will provide onsite High Availability

Proposed DR for all the system.

No of Resource required to manage entire environment is only ONE Exadata DBA

Single Patch Management for OS, Network, DB, Storage with Zero down

The solution will provide protection of newly discovered and Zero-Day database
vulnerabilities, providing immediate protection.

As Present setup is Active/Active. This will bring down UTI migration work as it will be as is
migration.

Future Critical application or new line of business can be accommodate with Active/Active
Setup and DR.

No Limitation on the Size of the Database that can grow. (>15 TB)
Horizontal and vertical scaling will be seamless to enable Data Lake Strategy.
Availability of 99.99999 (5 Nine) of Oracle Exadata machine.

No impact on Application performance accessing Oracle Database after configuring
additional Security component that is TDE, Data Vault and Audit Vault due to Exadata
inbuild storage features.



OUR VALUE PROPOSITION

By using the Exadata engineered compute, transaction processing time will be reduced. —> :
010 0

The proposed solution will help eliminate bottlenecks and service delays that occurred at O
month end by using Smart Flash Cache, thus by improving customer satisfaction _— “@” 57

The proposed solution will ensure stable operations and minimum downtime >

Exadata Storage compression (HCC) will help reduce data volume by at least 50%

The proposed solution will help reduced tuning and maintenance costs with automated ——
tuning capabilities [E5%

The Exadata-As-A-Service will help McNally in reduction in run-time to generate daily ——> g@
reports

)

—_—
e

The proposed solution will help achieve substantially faster reporting > — 7

|
\

/

Using this hyper-converged engineered system, this will ensure high transactional
performance and guaranteed return on investment

\4
\
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ORACLE EXADATA - THE RIGHT CHOICE (HARDWARE + SOFTWARE +

N A" T™ARNAMAME™

Multitenant

In-Memory DB

Real Application
Clusters

Active Data Guard

Partitioning

Advanced
Compression

Advanced Security,
Label Security, DB Vault

Real Application
Testing

Advanced Analytics,
Spatial and Graph

Management Packs for
Oracle Database

AN ZFA Il A RMNITI I"Fr\WU\

Offload SQL to Storage E

InfiniBand Fabric D\

Smart Flash Cache, Log |[#® 83"

Storage o
Indexes &

Columnar Flash Cache E] [ﬂ El

Hybrid Columnar
Compression -

1/0 Resource i T B
Management g
Network Resource e —
Management ]
In-Memory Fault 17
Tolerance 3
Exafusion

s1fy
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Public Cloud Infrastructure

MILESTONE 1 LLD

AWS installation &
configuration (4 hours for
Each Instance)

Installation & configuration
of MZ for all the instances

Installation & configuration
of VPC network

Installation & configuration
of ELB for the servers

Installation & configuration
of NLB for the servers

Installation & configuration
of VPN network

Installation & configuration
of Core & Perimeter firewalls

Installation & configuration
of Storage
configuration of CISCO cloud

Installation & Configuration of
Hyperconverged infra (1 Hour
for Each Device)

Installation & Configuration of
OS on all the servers (1 Hour
for Each Device)

o Installation & Configuration of
.2 vCenter (3 Hours for Single
g Site)

Y |nstallation & Configuration of
cloud center

Installation & configuration of
Storage

Installation & configuration of
service now tool

Installation & configuration of
core switches & routers

Installation & configuration of
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Establish a Network Infrastructure
Operations & comprehensive security

Installation & configuration
of security licenses along
with Instances on Public
Cloud DC & DR

Installation & configuration
of security licenses along
with Instances on Private
cloud DC & DR

Configure all the instances
with respect to security
infra on AWS

Configure all the instances
with respect to security
infra on AWS

Installation & configuration
of WAF - SIFY

Installation & configuration
of WAF - AWS

Installation & configuration
of DDOS - AWS

layer across all landscapes




MILESTONE 2 LLD

v Install the replication agent on
A identified instances on existing

C
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Configure the replication tool
across all the platform DC & DR

Migrate the instances over the
WAN from existing UTI to AWS

Migrate the instances over the
WAN from existing UTI to SIFY
DR Public cloud

Migrate the instances over the
o WAN from existing UTI to SIFY
- DC-DR Private cloud

Configure the replication tool as
per SLA compliance

applications to the
spectwe target landscape

o
ks
=
)
C
O
e
E
Y
o
cC.
O -
o+
S
| -
A2l
=




